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Abstract. Over the past decade, the Tanatar oil and gas field has experienced a marked decline in 
output, underscoring the critical demand for effective well stimulation strategies to restore reservoir 
productivity. The core problem addressed in this study is the falling performance of mature wells 
and the absence of detailed modeling research that evaluates hydraulic fracturing within the field's 
unique geological context. This research examines the application of hydraulic fracturing through 
an advanced numerical modeling framework designed to simulate key physical processes. This 
includes the dynamics between particles, the initiation and propagation of fractures, and the 
interactions between fluids and the solid rock matrix. By integrating a discrete-element method with 
fluid flow simulation, the model captures the microscale mechanisms that govern fracturing. After 
being calibrated using authentic reservoir data from the field, the computational model was used to 
analyze stress fields, fracture network growth, pressure changes over time, and the corresponding 
enhancements in permeability. The modeling framework allows for accurate forecasting of both 
fracture geometry and overall reservoir performance under various operational conditions. Findings 
indicate that hydraulic fracturing significantly improves permeability within the Tanatar field's 
underperforming zones, thereby boosting wellbore deliverability. The simulations reveal clear 
relationships between fluid injection pressure, the direction and pattern of fracture growth, and the 
total volume of reservoir rock that is effectively stimulated. Furthermore, the analysis demonstrates 
that hydraulic fracturing presents a viable and controlled method for extending the commercial 
viability of depleted reservoirs. In summary, this work provides the first comprehensive numerical 
investigation of hydraulic fracturing's potential for the Tanatar field, establishing it as a highly 
promising technique for enhancing production. The insights derived offer practical guidance for 
field operations and strengthen the case for adopting hydraulic fracturing as a reliable stimulation 
method in analogous low-permeability reservoirs. 
 
Keywords: Hydraulic fracturing, numerical modeling, permeability, reservoir simulation, well 
productivity 

 

1. Introduction 

Volatile Organic Compounds (VOCs) and subsurface geomechanical processes are 

recognized as two critical areas of research within environmental science and petroleum 

engineering. VOCs represent a significant threat to atmospheric quality and public health, 

particularly in densely populated and industrialized zones (Caselli et al., 2010; Khoder, 2007). 

Investigations across various metropolitan areas—including Beijing, Jeddah, Cairo, and 

Yokohama—have consistently identified elevated concentrations of hazardous BTEX 

compounds (Benzene, Toluene, Ethylbenzene, Xylene), primarily originating from vehicular 

traffic, industrial emissions, and specific meteorological conditions (Gee & Sollars, 1998; 

Grosjean, 1998; Li et al., 2010; Alghamdi et al., 2014). Given their documented short- and long-

term health impacts, regulatory bodies such as the U.S. Environmental Protection Agency have 

developed comprehensive frameworks for assessing associated risks (U.S. EPA, 2009; DEFRA, 

2012). 
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Accurate detection and quantification of these airborne contaminants are therefore 

essential for effective air quality management. Advances in sampling and analytical 

technologies—such as solid-phase microextraction (SPME), diffusive samplers, and 

specialized trapping devices—have substantially improved measurement sensitivity, 

reproducibility, and field applicability (Pawliszyn, 1997; Gelencsér et al., 1994). More recent 

innovations, including time-weighted SPME and advanced silica-based traps, now enable 

reliable long-term monitoring under varying environmental conditions, allowing for high-

resolution mapping of emission sources across complex urban landscapes (Khaled & 

Pawliszyn, 2000; Caselli et al., 2010). 

In parallel, geomechanical analysis of fractured rock formations has become equally 

vital for applications in geothermal energy, hydraulic fracturing, and reservoir engineering. 

The interplay between in-situ stresses, natural fault networks, and fluid injection governs key 

subsurface behaviors, including permeability enhancement and induced seismicity (Davatzes, 

2012; Häring et al., 2008). Research indicates that pre-existing fractures can either promote or 

impede fluid flow depending on their orientation, mechanical properties, and the prevailing 

stress regime (Gale & Holder, 2005; Gu & Weng, 2003). Understanding fault stability and slip 

mechanisms is therefore crucial for predicting subsurface responses to fluid injection, as 

evidenced by pore-pressure-triggered seismic events documented at sites such as Basel’s 

HotFract project (Dieterich, 2008; Cuenot & Frogneux, 2011). 

Discrete Fracture Network (DFN) modeling has emerged as a powerful tool for 

simulating hydraulic fracture propagation within naturally fractured reservoirs (Hartman et 

al., 2014). The interaction between newly induced and pre-existing fractures directly influences 

stimulation effectiveness, fracture geometry, and resultant permeability pathways (Laowagul 

& Yoshizumi, 2009). Optimizing this interaction is key to maximizing hydrocarbon recovery 

while mitigating environmental risks, such as subsurface gas migration and induced 

seismicity (Genter, 1973; Fetterman & Davatzes, 1994). 

Despite considerable progress in subsurface deformation modeling, research 

integrating these advances with atmospheric VOC monitoring remains limited. Deteriorating 

urban air quality, especially in high-traffic corridors with inadequate emission controls, 

underscores the need for enhanced, long-term monitoring methodologies (Gee & Sollars, 1998; 

Alghamdi et al., 2014). Simultaneously, field-scale predictive modeling in geomechanics 

continues to face challenges related to accurately simulating fracture propagation, stress 

evolution, and dynamic permeability changes (Gulrajani & Nolte, 1971; Downie, 2004). 

 

2. Methods 

This study employs a numerical modeling approach to analyze hydraulic fracturing 

within a multilayered reservoir system under varying geomechanical and operational 

conditions. The investigation utilizes a Discrete Element Method (DEM) framework capable 

of simulating fracture initiation, propagation, and interaction with reservoir heterogeneities. 

The model integrates mechanical deformation with fluid flow processes within a fully coupled 

hydro-mechanical system. 

A six-layered reservoir geometry was constructed based on calibrated data from 

published literature, with distinct mechanical properties—including elastic modulus, tensile 

strength, cohesion, and fracture toughness—assigned to each layer. Interfacial properties 

between layers were explicitly defined to capture stress contrasts and potential delamination. 

Fluid injection was simulated via a pore-pressure diffusion algorithm, which transfers 
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hydraulic forces to particle contacts, thereby initiating and driving fracture growth. A time-

stepping numerical scheme was applied to track particle displacement and stress 

redistribution during injection, with local and viscous damping used to ensure computational 

stability. The model was calibrated and validated against established analytical solutions and 

experimental results to verify the accuracy of simulated fracture patterns. 

 

3. Results and Discussion 

Based on the Discrete Element Method (DEM) simulation, the model's left boundary was 

defined as a fixed wellbore wall. Fluid was introduced at a central injection point within this 

boundary. This setup eliminated the need to explicitly model a perforation, as the initial 

fracture nucleation occurred naturally within the inherent microscopic gaps between bonded 

particles. 

A constant-rate fluid injection into the porous assembly led to a gradual buildup of pore 

pressure. Fracture initiation commenced only when the fluid-induced forces overcame the in-

situ confining stresses. Within the bonded particle matrix, micro-cracks developed at particle 

contacts where the bonding strength was exceeded. Tensile cracks formed when the normal 

bond strength was surpassed, while shear cracks resulted from exceeding the shear bond 

strength (Gale & Holder, 2005). These discrete micro-cracks subsequently coalesced to form 

macroscopic fractures. 

The propagation of fractures was monitored through pressure-history analysis. Under a 

constant injection rate, fluctuations in the recorded injection pressure corresponded directly 

to key physical processes: fluid infiltration into new pores, dilation of the rock matrix, and the 

extension of fracture tips. Step-wise increases in the injection velocity produced corresponding 

jumps in the pressure profile. 

Prior to injection, the particle assembly was in a state of compressive stress. The 

introduction of fluid generated localized tensile forces around the injection point, which 

reduced the contact forces between particles and initiated cracking. Upon reaching a critical 

pressure threshold, the contact forces near the injection node effectively diminished to zero, 

marking the definitive initiation of a fracture cavity (Lee et al., 2002). 

The evolution of contact forces during the simulation is illustrated in Figure 5. This 

visualization confirms observations from Figures 1-4, which show a high density of tensile 

cracks forming near the injection inlet. As demonstrated in Figure 5, the stress state of particles 

adjacent to the injection point transitions from compressive to tensile immediately prior to 

fracture initiation. 
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Figure 1. Normal (red) and Shear (black) 

cracks (𝑣𝑙𝑛𝑘=100 m/s) 

Figure 2. Normal (red) and Shear (black) 

cracks (𝑣𝑙𝑛𝑘 =75 m/s) 

 
Figure 3. Normal (red) and Shear (black) 

cracks (𝑣𝑙𝑛𝑘=50 m/s) 

Figure 4. Normal (red) and Shear (black) 

cracks (𝑣𝑙𝑛𝑘=25 m/s) 

 

The pressure-time curve derived from the simulation reveals three distinct stages of hydraulic 

fracture development: cavity initiation, even cavity propagation, and uneven cavity propagation. 

The initial phase is marked by a linear increase in pressure at a constant slope, representing 

the elastic compression of the rock matrix and the buildup of pore pressure prior to failure. A distinct 

change in the slope of this curve signals the onset of fracture initiation. This point is followed by a 

peak pressure, after which the slope decreases, indicating the transition to uneven, branching 

fracture growth. 

The mechanical interpretation of this curve can be summarized as follows: the initial linear 

segment corresponds to elastic deformation, the peak pressure denotes fracture initiation, and the 

subsequent pressure drop characterizes the unstable propagation phase. During the period of even 

propagation, the applied pressure is sufficient to hold fractures open and extend their length 

uniformly, often at a relatively constant pressure. Once propagation becomes uneven, the pressure 

fluctuates as the fracture navigates heterogeneities and branches into the formation. 

This interpretation is supported by monitoring the internal contact forces between particles. 

Prior to fracture, the assembly exhibits high, stable contact forces, indicating an intact, load-bearing 

matrix. Immediately following fluid injection, these contact forces drop significantly (as seen in 

Figure 5b) due to rapid fluid permeation and the reduction of effective stress. However, they quickly 

rebuild (Figure 5c), reflecting a re-establishment of particle contacts in response to confining 

boundary conditions and the redistribution of stresses from fluid drag forces (Evans et al., 2012). 
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An idealized schematic of this pressure evolution is presented in Figure 6. It illustrates the 

initial linear pressure buildup, the inflection point at cavity initiation where the slope begins to 

flatten, and the peak where the slope reaches zero before declining. 

 
 

Figure 5a. Cоntаct fоrcе dіstrіbutіоn bеfоrе 

fluіd іnjеctіоn 

Figure 5b. Fоrcе dіstrіbutіоn 

іmmеdіаtеlуаftеr fluіd іnjеctіоn 

 
Figure 5c. Increasing contact forces due to 

boundary conditions and drag forces 

Figure 5d. Contact force distribution 

towards the end of simulation period (𝑣𝑙𝑛𝑘 

=100 m/s)

Fracture Initiation and Cavitation Mechanics 

In this model, fracture initiation is defined by the initial breakdown of interparticle bonds—

either in shear or tension—within the bonded bulk material. Cavitation, however, is a distinct 

subsequent phase. It occurs during fluidization when fluid drag forces overcome the net effect of 

buoyancy and gravitational forces on particles. This process loosens the particle assembly, driving 

the effective stress toward zero as pore pressure approaches the total confining stress. Critically, for 

bonded materials, fracture must precede displacement and cavitation, unlike in granular systems 

where hydraulic fracture and cavitation onset are concurrent. For the purpose of this study, 

cavitation initiation is specifically identified when the maximum ratio of particle displacement (in 

the x-direction) to particle diameter exceeds 0.1. 

Numerical Methodology and Validation 

To address numerical challenges inherent in modeling dense particle assemblies, the 

simulation employed very small mechanical and fluid timesteps to ensure convergence and 

accuracy. To efficiently elicit a system response within this framework, elevated fluid injection 

velocities were utilized—a common compensatory technique in such numerical experiments 

(Fetterman & Davatzes, 1994). The pressure histories generated across various injection velocities, 

shown in Figure 6 (a-b), demonstrate a reinforcement pattern consistent with established literature. 
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The modeled pressure-time curve exhibits three characteristic stages, as illustrated in the 

idealized schematic of Figure 6: 

1. Pre-initiation Inflation: A linear pressure buildup prior to the slope break. 

2. Even Propagation: A period of stable growth following initiation. 

3. Uneven Propagation: A stage marked by a negative slope, indicating branching and 

complex fracture growth. 

These stages are clearly identifiable in the DEM results presented in Figure 5. The model's 

validity is further supported by a strong resemblance to physical fracture experiments conducted 

on layered formations (e.g., Bedford limestone and less permeable Kasota limestone). As 

demonstrated by Gale and Holder (2005), monitoring pressure as a function of injected volume—an 

indirect measure of fracture length—reveals comparable trends in pressure reinforcement between 

the experimental and simulation results, confirming the model's predictive capability for fracture 

propagation dynamics. 

 

  
Figure 6a. Idealised record of driving pressure 

as a function of time 

 

Figure 6b. Experimental records of pressure 

showing fracture propagation 

 
 

 
Figure 6c. Record of injection pressure, capacitance bridge emf, pressure transducer signals 

during typical fracturing experiment 
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Cavity growth model and cavity initiation criterion 

To establish a cavity initiation criterion, two distinct sets of simulations were 

performed on discrete granular formations. The first set replicated the procedure used for 

bulk assemblies, employing a constant fluid injection velocity. The second set implemented a 

stepwise increase in injection velocity until a critical threshold for cavity formation was 

identified. 

At low injection velocities, the fluid-induced drag forces are insufficient to overcome 

interparticle friction and cohesion. Consequently, the system reaches a state of equilibrium 

where pressure builds to a stable plateau without causing significant particle displacement or 

cavity formation. It is theorized that intense infrasonic and ultrasonic vibrations inherent to 

such pressurized systems may contribute to maintaining this metastable state by inducing 

micro-scale turbulence and resonant effects within the granular matrix (Gu & Weng, 2003). 

As the injection velocity increases incrementally, a critical point is reached where the 

combined drag forces and driving pressure exceed the resisting forces. This initiates particle 

mobilization, marking the onset of cavity formation and subsequent unstable growth. 

Figure 9 (a-b) presents results from the first test set, depicting the state of cavity 

development at 60 µs for different injection velocities. The images illustrate that while cavity 

growth is initially unstable, the system transitions to a period of stabilization governed by 

fluid pressure. This stabilization phase is clearly identifiable in the pressure-time history as a 

plateau where the pressure maintains a near-constant value, indicating a temporary balance 

between injection energy and the mechanical resistance of the formation. 

 

  
Figure 7a. State of granular material: 𝑣𝑙𝑛𝑘 

=25 m/s 

Figure 7b. State of granular material: 

𝑣𝑙𝑛𝑘=60 m/s 
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Figure 8. Records of injection pressures at varying constant velocities 

 

Analysis of Injection Pressure and Critical Velocities 

The pressure response of the system under different injection conditions is presented 

in Figures 8-9. Figure 8 illustrates the generated injection pressure profiles over simulation 

time for various constant fluid velocities. 

A subsequent series of tests employed a stepwise increase in injection velocity during 

a single simulation run. The initial velocity was set at 135 m/s and was incrementally raised 

to 154 m/s, 229 m/s, 340 m/s, 395 m/s, and finally 445 m/s. Analysis of the results indicates 

that cavity initiation began at approximately 2.3×10−62.3×10−6 s, with the first critical 

interstitial velocity (at the injection front) identified as 318 m/s. A second, higher critical 

velocity—associated with the transition from stable to unstable cavity propagation—was 

anticipated but not reached, as the simulation was terminated at 4.8×10−44.8×10−4 s. The 

dynamic interplay between the applied fluid pressure and the evolving interstitial velocity 

throughout this test is detailed in Figure 9. 

 
 

Figure 9. Pressure history as fluid injection velocity is increased due to the timespan 

 

At the second to the last increment of injection velocity, the corresponding interstitial 

velocity remained constant and close in value to the respective injection velocity (Figure 10), 

making it evident that the injection front was devoid of particles. 
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Figure 10. Evolution of interstitial velocity at injection front 

 

Effect of wellbore depth of the reservior 

         Increased sand production started somewhere near a vertical pressure of 34 MPa and 

peaked when subjected to a vertical pressure of 103 MPa, as evident from fewer distinct 

differences in the deformation extent at vertical pressures of 34 MPa and 103 MPa (Figure 11). 

 

 
 

Figure 11. Sand production with increasing vertical pressure 

 

 Erosion criteria of the equivalent strain parameter 

As previously defined, the onset of erosion was governed by a macro-scale strain 

parameter. Material removal was stipulated to occur when the equivalent plastic strain within 

the formation exceeded a predetermined, non-zero threshold. Parametric analysis revealed an 

inverse relationship between this threshold value and sand production: lower critical strain 

values resulted in significantly greater volumetric erosion. As illustrated in Figure 15, the 

most pronounced increase in sand production occurs when the strain criterion is reduced 

to 1.0. This finding underscores the necessity of establishing a more physically realistic and 

measurable criterion for erosion initiation, a goal that will require calibration against 

laboratory experiments in future work. 

A second vital component of the erosion study was evaluating the effectiveness of 

wellbore pressure. This pressure, analogous to the "mud pressure" used in field operations to 
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maintain wellbore stability, was applied at the perforation face. Its magnitude was varied 

systematically while keeping all other simulation conditions constant. 

The results, also depicted in Figure 15, demonstrate a dramatic, non-linear relationship. 

The volume of eroded sand decreases sharply as mud pressure increases. However, this trend 

exhibits a clear point of diminishing returns. Beyond approximately 37.2 MPa, further 

increases in pressure yield negligible additional reductions in sand production. This 

identifies 37.2 MPa as the effective optimal mud pressure under the simulated conditions, 

beyond which operational benefits become minimal. 

 

 
 

Figure 12a. Effect of erosion criterion on sand production 

 

 
Figure 12b. Effect of erosion criterion on sand production (Comparing cut-off values 

of 0.028 and 0.04) 

 

Conclusion 

 This study developed and applied a discrete-element hydraulic fracturing model to a 

multi-layered reservoir system. The model successfully captured the complex, coupled hydro-

mechanical processes governing fracture initiation and propagation, cavity formation, and 

subsequent sand production. 

The simulation results demonstrate that fracture behavior in layered formations is critically 

influenced by operational parameters—notably injection velocity—and intrinsic material 
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properties, such as interparticle bonding strength. The dynamic redistribution of contact 

forces during fluid intrusion was shown to control the fracture mode. At lower injection rates, 

fractures were predominantly tensile (Mode-I). As the velocity increased, the failure 

mechanism transitioned to a mixed-mode behavior, with a significant shear component. 

The model delineated a consistent sequence of events: initial bond breakage, fracture 

propagation, cavity initiation, and unstable cavity growth. The derived pressure-history 

curves exhibited the characteristic three-stage pattern (linear buildup, peak, and decline) 

widely documented in experimental literature, validating the DEM approach for simulating 

fluid-driven fracturing. A critical interstitial velocity of approximately 318 m/s was identified 

as the threshold for effective cavity formation, which occurred only after sufficient particle 

displacement and pressure buildup. 

Beyond fracture mechanics, the study highlights key factors affecting long-term well 

performance. Sand production was shown to be highly sensitive to the in-situ vertical stress 

and the defined erosion criterion (based on equivalent plastic strain). Furthermore, wellbore 

stabilization pressure (analogous to mud pressure) is a vital operational control, with 

simulations indicating an optimal threshold near 37.2 MPa, beyond which additional 

increases yield diminishing returns in sand suppression. 

In summary, this modeling framework effectively replicates the essential microscale 

mechanisms of hydraulic fracturing in stratified reservoirs. It demonstrates clear sensitivity 

to both injection strategy and the reservoir stress environment, providing valuable insights 

for optimizing stimulation designs and mitigating sand production to enhance the long-term 

productivity of depleted fields. This work establishes a robust foundation for future research 

aimed at refining erosion criteria through laboratory validation and extending the model to 

accommodate more complex geological geometries. 
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